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Abstract

We illustrate how moderate resolution protein structures can be rapidly obtained by interlinking computational prediction methodologies with un- or partially assigned NMR data. To facilitate the application of our recently described method of ranking and subsequent refining alternative structural models using unassigned NMR data [Proc. Natl. Acad. Sci. USA 100 (2003) 15404] for such “structural genomics”-type experiments it is combined with protein models from several prediction techniques, enhanced to utilize partial assignments, and applied on a protein with an unknown structure and fold. From the original NMR spectra obtained for the 140 residue fumarate sensor DcuS, 11001H, 13C, and 15N chemical shift signals, 3000 1H–1H NOESY cross peak intensities, and 209 backbone residual dipolar couplings were extracted and used to rank models produced by de novo structure prediction and comparative modeling methods. The ranking proceeds in two steps: first, an optimal assignment of the NMR peaks to atoms is found for each model independently, and second, the models are ranked based on the consistency between the NMR data and the model assuming these optimal assignments. The low-resolution model selected using this ranking procedure had the correct overall fold and a global backbone RMSD of 6.0Å, and was subsequently refined to 3.7 Å RMSD. With the incorporation of a small number of NOE and residual dipolar coupling constraints available very early in the traditional spectral assignment process, a model with an RMSD of 2.8 Å could rapidly be built. The ability to generate moderate resolution models within days of NMR data collection should facilitate large scale NMR structure determination efforts.
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1. Introduction

Knowledge of the three-dimensional structures of proteins is critical for many biological questions but the time-consuming processes of structure elucidation via X-ray crystallography or NMR spectroscopy cannot keep up with the rapidly growing number of sequenced genes and genomes [1]. Efforts are underway to accelerate protein structure elucidation by predicting structures computationally [2–6]. The lack of an experimental validation for the predicted models has been a major drawback of these methods so far.

In the recent years several algorithms were proposed that use either unassigned dipolar couplings [7,8] or unassigned NOESY intensities [9,10] to utilize unassigned NMR spectra in combination with modeling for structure determination and/or simultaneous resonance assignment. We developed a novel algorithm that utilizes NOESY intensities, dipolar couplings, chemical shifts, as well as sequential assignments for these purposes [11] and Jung et al. [12] published recently another approach to the same problem. Such algorithms have
the potential not only to increase the usability of structural models predicted from protein sequence alone, but also to greatly speed up structure elucidation from NMR spectroscopy.

DcuS is a histidine kinase that is composed of a sensory domain for stimulus perception, and a kinase domain catalyzing autophosphorylation of the protein at a conserved His residue [13–15]. The phosphoryl residue is then transferred to an aspartate residue of the response regulator which converts the regulator to the active state and is the second protein in the two component system [16,17]. The stimulus is generally a C4-dicarboxylate such as fumarate, succinate, or malate [13,16–18]. DcuS has a transmembrane topology with the sensory, or signal perceiving, domain in the periplasm, and the responding kinase domain in the cytoplasm. The structure of DcuS has been recently solved independently by NMR spectroscopy [19] and X-Ray crystallography [20].

In this communication, we report the application of structure prediction techniques in combination with unassigned and partially assigned NMR spectra to the DcuS example. To evaluate the potential application of such a protocol in “structural genomics” the setup is highly automated and maximum tolerance levels for inaccuracies of the predicted structural models as well as the NMR data, such as noise, incompleteness, or measurement artifacts were assumed (see below). In this respect, we enhance the protocol described in our previous PNAS publication [11] by utilizing a wider range of models generated from various protein structure prediction techniques and include the usage of automatically generated partial assignments as would be desired to maximize the theoretical and experimental input for the protocol. Whereas our previous work focused on the development of the computational algorithm, here we illustrate with a realistic test case how the protocol profits from the usage of several different structure prediction techniques or partially sequential assignments.

2. Results

Parallel to the traditional signal assignment and structure elucidation process (and therefore prior to the completion of any high-resolution structure [19]) we applied a variety of protein structure prediction techniques to generate possible low-resolution models for DcuS (compare Fig. 1). These models were afterwards filtered utilizing the original unassigned NMR spectra as input for our algorithm [11]. The validated model was then refined to improve its resolution, first with only unassigned NMR spectra [11] later using partially assigned spectra [11,21,22]. This procedure not only provides the best possible model at the highest possible confidence level at each point in time but can also give valuable feedback for the high-resolution structure elucidation process.

2.1. Fold recognition

The consensus fold recognition server 3D-Jury [23] was used in a first experiment to detect potential homologous sequences with known structure. For the sequence of DcuS the GAF domain 1f5mA [24] (FSSP 278.2.2, SCOP d.110.2) has the highest score (38) and a primary sequence identity of 12.1%. The next three hits are 1f5mA in a slightly different alignment, the homologue GAF domain 1f5mB or 1mc0A, and have scores between 21 and 33 depending on the protein and the alignment. However, since only scores above 50 indicate a high confidence prediction (>90% correct) [23], the GAF domain can only be assumed as one of several possible folds. Nevertheless, it was used as a template for comparative modeling.

2.2. Building comparative models

A first comparative model (comparative model 1, Fig. 1) was built with Rosetta [25] restricting the backbone of all secondary structure elements to their respective positions in 1f5mA. Since the sequence similarity is very low, DcuS and 1f5mA are likely to have significantly different structures, even if the folds are the same. To allow more significant structural changes, a second model was built by trimming the alignment to exclude the helical regions at the beginning and the end of the sequence (AA 41–95, 170–180). Hence, only the topology of the β-sheet is conserved from the structure of 1f5mA (compare Fig. S1) and helices as well as loops are built subsequently de novo (comparative model 2, Fig. 1) using the Rosetta protocol [25].

2.3. Building de novo models

To sample the possible structural space in an unbiased fashion 10,000 de novo models are built using the Rosetta fragment replacement algorithm [26,27] and the CASP5 protocol described elsewhere [5]. The sequence of DcuS is cut into overlapping fragments of three and nine amino acids. The PDB is subsequently screened for fragments that have a high primary sequence homology and a secondary structure that matches the predicted secondary structure of the query sequence. These fragments, which sample possible local conformations for the protein backbone, are combined using a Monte Carlo algorithm. Six representative models were selected using a clustering procedure (de novo models 1–6, Fig. 1).

The six cluster centers and the two comparative models were generated without the use of experimental information. The overall folds of comparative model 2 and
de novo model 3 were found to be similar (89 amino acids superimposable at 6 Å). This increased our confidence that these models represent the correct fold, however without the incorporation of experimental information both models cannot be validated and the other possibilities cannot be excluded.

2.4. NMR data generation

The NMR experiments are described in detail in Pappalardo et al. [19]. Distance restraints were obtained from the intensities of ¹H–¹H NOESY cross peak intensities (NOEs) extracted from ¹⁵N-edited three-dimensional NOESY-HSQC, and ¹³C-edited three-dimensional NOESY-HSQC spectra. A set of ¹DNH, ¹DNC₀, ¹DCaC¹, and ¹DCaH² backbone residual dipolar couplings (RDCs) of DcuS were calculated from the difference in the corresponding J splitting measured in a protein sample containing 10 mg/ml Pf1 filamentous phage [28] and in a protein sample in the absence of phage [29]. ¹DNH and ¹DNC₀ residual dipolar couplings were measured simultaneously using a modified interleaved three-dimensional TROSY-HNCO experiment [30] and ¹DCaH² and ¹DCaC¹ residual dipolar couplings using a modified interleaved three-dimensional CBCA-CONH experiment [31]. One crucial point for the use of any computer program based on frequency and intensity lists of different NMR spectra is the tolerance level for CS changes between spectra (because of differences in temperature, spectrometer, or sample). To account for a potentially decreased quality of spectra in larger scale application structural genomics the tolerance levels were set rather generously to be 0.25 ppm for ¹H CSs, 1 ppm for ¹³C CSs, and 2.5 ppm for ¹⁵N CSs. If no assignment within these ranges was possible, the tolerance was increased up to 1 ppm for ¹H CSs, 4 ppm for ¹³C CSs, and 10 ppm for ¹⁵N CSs.

A combined list of the total of 1100 ¹H, ¹³C, and ¹⁵N chemical shift signals (CSs) was compiled from RDCs and NOEs. The almost 3000 NOEs were obtained from the XEASY-integrated spectra and linked to the respective CSs values as was done for the 209 RDCs. In addition a list of 315 connectivity restraints was compiled. This list contains pairs of CSs where the corresponding atoms are known to be bonded from their RDC (e.g., Cα–C') or from the ¹⁵N/¹³C-edited three-dimensional
NOESY-HSQC spectra (N–H and Cα–Hα). 25% randomly selected sequential assignments were input as 111 additional connectivity restraints for the corresponding Cα–Cα, Cα–Nα+1, Nα+1–Cα+1 bonds in some experiments. However, no initial actual assignment of any atom to any CS was input in any of the experiments.

2.5. Model selection using unassigned/partially assigned NMR data

To assess these models in a short period of time, a recently developed algorithm that compares protein models with unassigned NMR [11] data was applied. In contrast to X-ray crystallography, where the growing of suitable crystals is often the time-consuming step, the collection of data can be done rapidly by NMR spectroscopy, once the protein is expressed. Comparing the eight models with unassigned/partially assigned NMR data is one of the fastest validations conceivable yielding structural information at atomic resolution. NMR spectra assignment is comprised of three general steps: (1) sequential backbone resonance assignment, (2) side chain resonance assignment, and (3) NOE cross peak assignment. While the two latter steps are often time-expensive and error-prone, the first step is generally at least in part straightforward and fast.

In a first experiment for each of the eight models, five optimized assignments were obtained from completely unassigned spectra (compare reference [11]). Their average consistency score \( S \) was translated into a Z score with respect to the complete set of 500 optimized assignments (50 for each of the 10 models) to prove the statistical relevance of the rather small changes in the overall consistency score. The Z score is defined as \( Z_i = (S_i - \bar{S})/\sigma_S \) with \( \bar{S} \) as the average consistency score and \( \sigma_S \) as the standard deviation over all \( S_i \).

In a second experiment, the protocol was repeated including sequential assignments from triple resonance spectra to test its ability to utilize the assignment information which can be generated fast and straightforward. Randomly selected 25% of these sequential assignments were assumed to be known and included as boundary conditions in the calculation. This rather low level was again chosen to account for expected lower accuracies and higher ambiguities of an automated protocol. Note that only the sequential assignment but not the direct assignment of backbone CSs to amino acids was used. The selected subset of known sequential assignments spanned the complete sequence. According to their increased Z score (Fig. 2) de novo model 3 and comparative model 2 were selected as most consistent with the NMR data. The restraints for refinement were obtained from the consistently assigned signals for de novo model 3 [11].

2.6. Refining the model with sparse assigned NMR data

In the final step de novo model 3 (the best scoring model from the above evaluation) was refined with rosettANMR using the ROSETTA server (http://rosettata.bakerlab.org/) [32]. The first model was built using 33 assigned RDCs and 19 low resolution backbone–backbone restraints as obtained from the partial assignments in the prior protocol [11]. The second calculation was undertaken to demonstrate the potential to use these initial models as supportive information in the traditional path of protein structure elucidation.
from NMR data. It utilized 92 assigned N–H N RDCs and 130 low-resolution backbone–backbone distance restraints to refine de novo model 3 from partially assigned NOESY spectra which became available at a later stage of the traditional structure elucidation [19] but well before the availability of a high-resolution structure (compare Table 1). Out of 100 models built the one in best agreement with the assigned experimental constraints was chosen in both cases (ROSETTA NMR models 1 and 2, Fig. 1).

2.7. The high-resolution structure

The structure of the periplasmic domain of this protein was recently solved by NMR spectroscopy in the absence of fumarate [19]. The structure of the periplasmic domain of the citrate sensor cocrystallized with citrate has also been solved by X-ray crystallography [20]. The 140 amino acid periplasmic domain of the protein contains about equal amounts of α-helix and β-strand. The numbering of the amino acids used in the following starts with 41 and goes up to 180 to be consistent with the common numbering scheme [19].

In a late stage of the project but prior to the completion of the NMR solution structure, a near final model was utilized for evaluating the quality of the applied methods [11]. When completed, the NMR solution structure determined using ~1000 assigned NOEs and ~300 RDCs (native fold, PDB code 1OJG, Fig. 1) [19] was compared with the nine models introduced in the previous paragraphs. All RMSD values discussed in the following refer to the backbone of the region between amino acids 45–169. To facilitate comparison, the evaluation of the consistency of the high-resolution NMR structure, the near final model, as well as the two ROSETTA NMR models with the unassigned NMR data was carried out as done earlier for the eight models [11].

3. Discussion

The two comparative models have aspects of the correct overall topology, which suggests the potential remote homology detected by the 3D-Jury server is real. The more conservative model 1 has a slightly higher RMSD (Table 1), mainly because the C-terminal α-helix packs against the N-terminal helix causing an unnatural bend in the last strand. A tight packing of the C-terminal α-helix is unlikely if the increased dynamics obtained in the NMR experiments is considered. In comparative model 2 both issues are resolved by repacking all α-helices.

However, significantly better in its RMSD is de novo model 3 which can be completely superimposed with the native fold at 6 Å—a surprisingly low value for a protein of this length [33]. De novo models 1, 2, 4, 5, and 6 are significantly worse in their quality. As ensured by the clustering protocol, the cluster centers must be signifi-

<table>
<thead>
<tr>
<th>Model description</th>
<th>RMSD in Å/correct topology</th>
<th>Number AA super-imposable below</th>
<th>Estimated a time limits with/ without NMR valid</th>
<th>NMR cons. score S 0.22</th>
<th>Z score b,c Z ¼ðS 0.22 −S Þ/σS</th>
<th>Fraction correctly assigned signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-resolution model</td>
<td>0.00/0.00</td>
<td>125 125 125</td>
<td>180d/&gt;</td>
<td>0.798 0.772 2.05</td>
<td>2.72 2.5% 8.2%</td>
<td></td>
</tr>
<tr>
<td>Near final model</td>
<td>1.31/1.15</td>
<td>125 125 125</td>
<td>90d/&gt;</td>
<td>0.799 0.789 2.13</td>
<td>2.56 2.8% 11.2%</td>
<td></td>
</tr>
<tr>
<td>ROSETTA NMR model 2</td>
<td>2.83/2.37</td>
<td>125 125 125</td>
<td>40d/&gt;</td>
<td>0.798 0.787 2.08</td>
<td>2.44 2.5% 9.8%</td>
<td></td>
</tr>
<tr>
<td>ROSETTA NMR model 1</td>
<td>3.67/3.15</td>
<td>125 125 125</td>
<td>20d/&gt;</td>
<td>0.794 0.777 1.75</td>
<td>1.89 2.1% 8.3%</td>
<td></td>
</tr>
<tr>
<td>De novo model 3</td>
<td>6.03/4.93</td>
<td>83 124 125</td>
<td>10d/2d</td>
<td>0.793 0.781 1.68</td>
<td>1.81 2.0% 6.7%</td>
<td></td>
</tr>
<tr>
<td>Comparative model 2</td>
<td>8.31/7.67</td>
<td>64 98 124</td>
<td>10d/2d</td>
<td>0.790 0.752 1.42</td>
<td>0.50 0.7% 5.8%</td>
<td></td>
</tr>
<tr>
<td>De novo model 1</td>
<td>12.83/11.73</td>
<td>60 76 94</td>
<td>10d/2d</td>
<td>0.785 0.739 1.00</td>
<td>&lt;0.22 0.7% 3.5%</td>
<td></td>
</tr>
<tr>
<td>De novo model 5</td>
<td>14.73/13.49</td>
<td>75 96 102</td>
<td>10d/2d</td>
<td>0.782 0.754 0.77</td>
<td>0.61 0.9% 4.9%</td>
<td></td>
</tr>
<tr>
<td>De novo model 6</td>
<td>10.90/10.00</td>
<td>64 98 114</td>
<td>10d/2d</td>
<td>0.790 0.765 1.42</td>
<td>1.22 0.8% 7.6%</td>
<td></td>
</tr>
<tr>
<td>De novo model 6</td>
<td>14.89/13.54</td>
<td>64 89 101</td>
<td>10d/2d</td>
<td>0.790 0.755 1.43</td>
<td>0.67 1.0% 3.7%</td>
<td></td>
</tr>
<tr>
<td>Comparative model 1</td>
<td>9.38/8.76</td>
<td>54 98 122</td>
<td>10d/2d</td>
<td>0.792 0.775 1.58</td>
<td>1.78 0.9% 7.3%</td>
<td></td>
</tr>
</tbody>
</table>

Average consistency score S 0.22 0.773 0.743

| Standard deviation σS 0.22 | 0.012 0.018 0.02 | 0.02 | 0.02 |
| Correlation coeff. R [2] to RMSD | 0.71 0.78 0.77 | 0.83 0.89 0.83 | 0.89 0.86 0.81 |

a Time limits given with NMR validation are estimates assuming an optimal coordination of the NMR experiments with the calculations which was not always achievable due to the long-distance collaboration of the two research groups.

b Randomly chosen 25% partial sequential assignments were used.

c These values are computed over the five best scoring assignments out of 50 optimized assignments for every of the 10 models.

d These values are computed over 500 optimized assignments (50 for each of the 10 models) as used for computing the Z scores.
cantly different from model 3 and therefore their lower similarity with the native fold is expected. The only other model with the correct β-sheet topology (de novo model 5) has the helices packed on the opposite sides of the sheet but has the lowest RMSD among the remaining five cluster centers.

The results of the comparison of the eight models with unassigned NMR data are summarized in Table 1 and Fig. 2B. De novo model 3 and comparative model 2 score best among the structures predicted from sequence alone. Since both models have the same overall topology, it is safe to assume that the correct fold for the unknown protein is found. The advantage of this approach is the very rapid experimental validation of the fold prediction result. The inclusion of sequential assignments into the calculation increases the information content and thus leads to a better discrimination of correct from incorrect topologies as can be seen from the increased correlation coefficients and the increased slope from incorrect topologies as can be seen from the increased correlation coefficients and the increased slope of the regression line (Fig. 2). Also, the average percentage of correctly assigned signals increases from 2.1 to 8.3% which allows the detection of consistently assigned signals and in turn the refinement of the structure [11] to medium resolution (ROSETTA NMR model 1).

Unassigned NOEs describe a three-dimensional cloud of hydrogen atoms that fits the three-dimensional structure of the protein. The rather low overall percentages of correctly assigned signals reflects the fact that after translating NOEs into generous allowed regions and considering the incorrectness of even the best models available at this stage many assignments will score well because of the general agreement of the shape of the cloud and the shape of the molecule. In most of these assignments only a small number of hydrogen atoms will be correctly assigned since the interchange of spatially close hydrogen atoms in the assignment has little influence on the score. Similar conclusions hold for RDCs, where the interchange of assignments within a secondary structure element (e.g., amino acid i with amino acids \( i + 3, i + 4, \) or \( i + 7 \) in an α-helix or amino acid i with amino acids \( i + 2 \) in a β-sheet) is frequently possible without affecting the score significantly, in particular after large tolerance ranges were added to the dipolar couplings to account for the worse quality of predicted protein models compared to an experimental X-ray or NMR structure.

Not surprisingly, the best model is generated by the ROSETTA NMR (model 2) due to the larger number of experimental constraints used. During the assignment of NMR spectra certain experimental values such as backbone–backbone NOEs and N–H\(^{\text{N}}\) residual dipolar couplings can be more easily and faster assigned than others. In this particular example, a set of 92 N–H\(^{\text{N}}\) dipolar couplings and 130 NOEs was manually assigned first and used as input for ROSETTA NMR. This information, although later available than unassigned spectra, is still much earlier available than completely assigned NOESY spectra. Fewer signals from mostly backbone atoms in this region of the NOESY spectra make assignment easier and mis-assignment less likely. With less than two experimental constraints per amino acid an overall RMSD below 3 Å is achieved. The structure of the N-terminal helix and the β-sheet in particular profited from including these experimental data.

4. Conclusion

Applying the protein structure prediction protocol developed for the CASP5 experiment [5] it was possible to predict the correct fold of the 140 amino acid protein DcuS in less than 2 days of computation. An experimental validation for the suggested models was achieved in less than 10 days by comparing unassigned NMR spectra with the structural proposals and scoring their agreement [11]. A first refinement of the best de novo model from 6 to 4 Å was achieved in 20 days by using partial sequential assignments, a further refinement to 3 Å was achieved in 30 days with less than 200 assigned NOEs and RDCs that were particularly readily accessible [21,22]. Hence, the time required for solving the fold of DcuS is drastically reduced compared to the complete structure elucidation via NMR spectroscopy or X-ray crystallography. The predicted models were used as starting point for refinement using only sequential or sparse assignments. The approach has potential for structural genomics approaches, where the folds of sequences in a medium-sized sequence databases could be solved much faster. The models generated can guide the further structure elucidation process and can help to identify and focus on so far unknown folds or folds of special interest for high-resolution structure elucidation.
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